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ABSTRACT 
 
The evaluation of students' attainment of course learning outcomes is a fundamental aspect 
of a successful engineering program, exemplified by CDIO Standard 11 'Learning Assessment'. 
However, earlier research has identified a prevailing gap in assessment competency among 
faculty. Rooted in established interdisciplinary concepts and theories, this study aims to 
explore the usage of ChatGPT-4 as a co-pilot to guide faculty in assessment design refinement. 
To achieve this goal, we adopt a conversational analysis approach, contextualizing our study 
within the settings of the final exam of the senior course “Wireless Sensor Networks”, offered 
at ESPRIT School of Engineering. We propose a framework to guide the implementation of 
the conversational analysis method. Our research results illustrate the merits, potentials, and 
limitations of using ChatGPT as a co-pilot to assist faculty in refining the assessment design 
process. It also brings into evidence the importance of keeping a ‘human in the loop’ 
perspective during the faculty-ChatGPT assessment co-creation activities. Our study can pave 
the way for further research on other potential applications of “Human-AI co-creation” and 
augmented man-machine intelligence in a CDIO engineering education. 
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INTRODUCTION 
 
Assessing the extent to which engineering students achieve their program learning outcomes 
upon graduation is of paramount importance for educational effectiveness, continuous 
improvement and for meeting accreditation requirements (Ali, 2023).  Program Learning 
Outcomes (PLOs) are generally expressed as broad statements that capture the cumulative 
disciplinary knowledge, skills, and abilities that engineering students should demonstrate upon 
completing their educational program. For assessment, PLOs are often mapped to individual 
courses within the program and the PLOs-Courses mapping matrix showcases how individual 
courses, collectively, contribute towards achieving the overarching goals set by the program 
learning outcomes. Unlike the broader PLOs, Course Learning Outcomes (CLOs) are specific 
to individual classes, focusing on personal and interpersonal skills, knowledge areas, and 
product, process, system, and service building skills (CDIO, 2020) that students are expected 
to master within a course, and these contribute towards the fulfillment of the program's broader 
educational aims. 
 
The design of effective learning assessment instruments to probe students’ achievement of 
course learning outcomes is among the key pillars of effective engineering programs, as 
reflected for instance by CDIO standard 11 (CDIO, 2020).  
 
Effective course learning assessment goes beyond evaluating students' competencies and 
grading their academic performance. Its primary added value lies in guiding instructors to 
continuously refine their teaching material and methods, thus providing a 360-degree loop of 
critical feedback to continuously improve students’ learning and faculty teaching. For example, 
if an assessment shows that students are struggling with a specific learning outcome, it incites 
the instructor to revisit the related teaching material and approaches, providing a potentially 
better learning opportunity for the next cohort.  
 
Despite the importance of designing effective learning assessments in engineering education, 
earlier research (e.g. Palm, 2019; Villarroel et al., 2018; Fook & Sidhu, 2010) revealed that not 
all faculty members possess the required competencies in designing authentic learning 
assessments that are aligned with the stated course objectives and learning outcomes. While 
the challenges of designing authentic assessments that are valid, reliable, and engaging are 
well documented (Heritage, 2022), some faculty are still struggling with developing appropriate 
assessment instructions and establishing clear scoring rubrics. In fact, while some faculty may 
demonstrate superior performance as subject matter experts, they sometimes lack the 
necessary knowledge and skills to effectively design authentic assessments. Guskey (2015) 
argued that faculty professional development programs often privileged teaching methods and 
technology integration over assessment practices. In its coverage of the actions needed to 
enhance faculty teaching competence, CDIO standard 10 (CDIO, 2020) emphasizes 
“assessment of student learning” as an integral teaching competence and highlights the need 
for faculty development in this area.  
  



Proceedings of the 20th International CDIO Conference, hosted by Ecole Supérieure Privée d’Ingénierie et de 
Technologies (ESPRIT) Tunis, Tunisia, June 10 – June 13, 2024 

446 

For the past years, there has been a growing interest in the application of Generative AI (GAI) 
and AI-driven conversational models to enhance students’ learning and faculty teaching. 
Previous research has suggested that AI chatbots can effectively assist faculty in creating 
exam questions and grading students' responses (see, for example, Cheung et al., 2023; Daun 
& Brings, 2023; Grévisse, 2023; Skrabut, 2023, Chapter 4). However, these studies have 
mainly focused on showcasing how intelligent natural language processing tools can assist 
faculty in proposing practice exercises and a variety of assessments, including interactive 
quizzes, multiple choice exam questions, and fill-in-the-blank test questions. Such an approach 
tends to favor the passive consumption of information among faculty, without enhancing their 
creativity and critical thinking skills in designing effective assessment instruments. In addition, 
earlier studies were mainly focused on leveraging GAI for assessment creation, primarily to 
liberate faculty time for what is perceived as “more critical” educational endeavors such as 
preparing course material and providing feedback to students (Skrabut, 2023, Chapter 4). 
 
Drawing on established interdisciplinary concepts and approaches like Human-AI Interaction 
(HAI) and Augmented Intelligence (AuI), as well as educational theories and approaches 
including co-creation, constructivism, and connectivism, this study seeks to explore the 
potential usage of GAI as a mentor to guide faculty in refining the assessment design process. 
We position the usage of GAI as co-pilot for assessment design as another potential initiative 
to further bridge the prevailing gap in assessment competency among faculty.  To achieve this 
objective, we adopt a qualitative research methodology that uses a conversational analysis 
approach, taking ChatGPT-4 as an illustrative example. We contextualized our study within 
the setting of the senior engineering course “Wireless Sensor Networks” taught at ESPRIT 
School of Engineering.  
 
In this paper, the term ‘co-pilot’ is used metaphorically to describe the role of ChatGPT in 
assisting faculty with refining the assessment design. This usage should not be confused with 
Microsoft’s Co-Pilot, a GAI tool launched in 2023. 
 
The remainder of this paper is organized as follows: Section 2 presents a literature review of 
related studies. Section 3 details the research methods and procedures. Section 4 presents 
the results of our study, while section 5 provides a detailed discussion of these findings. Finally, 
section 6 presents a summary of the key research results, their implications, and some 
suggestions for future research. 
 
 
LITERATURE REVIEW AND RESEARCH CONTRIBUTIONS  
 
AI is poised to transform teaching and learning in higher education, with applications ranging 
from profiling and prediction, intelligent tutoring systems, assessment and evaluation, and 
adaptive systems and personalization (Bond et al., 2023). Bond et al. (2023) conducted a meta 
systematic review of the applications of AI in higher education. The study identified several 
earlier contributions addressing the usage of GAI in assessment and evaluation. These earlier 
studies were however mainly focused on automating and/or enhancing the evaluative aspects 
associated with automated grading (Algabri et al., 2021), and personalized feedback to 
students (Ouyang et al., 2022).  
 
Table 1 summarizes some of the related earlier contributions.  
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Table 1. Summary of Related Contributions 
 

Source Research Method Key Findings 

Fergus et al. (2023) Case study While ChatGPT can generate good responses 
for some chemistry questions, it has 
limitations when it comes to application and 
interpretation questions, especially those 
involving non-text information. 

Gamage et al. (2023) Literature survey  While ChatGPT can be useful in providing 
personalized feedback, support for research 
and data analysis, and automated 
administrative services, it poses some 
challenges associated with academic integrity, 
reliability issues, and the potential for biases 
and falsified information. 

Chaudhry et al. (2023) Case study ChatGPT can provide solutions to the 
assessment tools used for assessing 
students’ learning outcomes. 

Kolade et al. (2023) Case study ChatGPT can generate original academic 
essays with high-quality but has limitations in 
providing concise referencing. 

Rybak & Tytenko 
(2023)  

Conceptual study A high-level conceptual model was developed 
to guide ChatGPT generate tests and quizzes. 
The proposed model has not been tested or 
validated 

Daun & Brings (2023) Case study ChatGPT can be used for the automated 
assessment of coding exercises, and it can 
create sample software engineering exam 
exercises, hence assisting faculty to cope with 
the tight time constraints in searching for 
potential assessment questions. 

Nikolic et al. (2023) Case study  Cross-examining ChatGPT responses to 
existing assessment prompts from ten 
subjects showed that ChatGPT did pass some 
subjects and excelled with some assessment 
types. Careful finetuning of the input prompts 
can help in enhancing the reliability of 
ChatGPT responses. 

 
As may be seen, most of the reported studies on using GAI for assessment (see also the work 
of Meo et al., 2023; Friederichs et al., 2023; Fergus et al., 2023) have focused on evaluating 
the reliability of AI-driven chatbots in correctly answering quizzes, and exam questions. Fewer 
studies have focused on using GAI for assessment design and creation. More importantly, 
studies like those reported in (Skrabut, 2023, chapter 4; Cheung et al., 2023; Grévisse, 2023), 
mainly viewed ChatGPT as a time-saver for faculty, having the potential to quickly generate a 
test bank of questions (predominantly multiple choices) and answers in few seconds. Not only 
does such an approach undermines the role of assessment in higher education, but it also 
hinders critical thinking among faculty by stimulating passive consumption of information.  
 
This research makes the following two main contributions: 
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- Based on established interdisciplinary concepts, theories, and approaches that are 
detailed later in this section, our study explores the usage of GAI as a value-added tool 
and a mentor to guide faculty in refining the assessment design process. In doing so, 
it emphasizes the importance of human-AI co-creation in bridging the gap in 
assessment competency. Instead of promoting the passive consumption of information, 
the proposed approach aims to stimulate some higher-order thinking skills among 
faculty when they actively engage in meaningful discussions and collaborative 
conversations with AI-driven chatbots.  

- We support this exploratory study with a qualitative research methodology, which 
employs a systematic and iterative conversational analysis approach to mimic the 
interaction with a professional educational expert.      

 
Our research is rooted in and guided by the following established concepts, theories, and 
frameworks: 
 

- Augmented Intelligence (AuI) and co-creation (Dellermann et al., 2021; Xue et al., 
2022): AuI is a subset of AI that emphasizes a collaborative model where humans and 
AI work together to enhance cognitive performance, problem solving and decision 
making through a co-creation process. In doing so, people and AI work iteratively to 
refine tasks, goals, and solutions. AuI can also enable humans to acquire new ideas 
and perspectives that they might not have considered on their own. It also promotes 
the “human in the loop” design principle to emphasize human oversight, ensuring that 
AI enhances rather than substitutes human capabilities.  

- Human-AI Interaction (HAI) framework (Abedin et al., 2022; Rezwana & Maher, 2023; 
Sreedharan, 2023): HAI refers to the dynamic interaction between humans and AI 
systems. HAI is crucial to AI as it shapes how humans engage with AI in an effective 
and efficient manner. In the context of our study, HAI provides some useful guidelines 
that we followed to optimize our interactions with ChatGPT during the assessment co-
design experiments. These include keeping clear, specific, and engaging prompts, 
avoiding information overloading, providing feedback, and seeking explanations for the 
generated responses, cross-examining and critiquing the validity and accuracy of the 
generated responses, finetuning and revectoring the conversations when needed to 
make them useful, usable, and productive. To this regard, Ng et al. (2023) highlighted 
the growing need for faculty to equip themselves with adequate digital competencies 
to make best usage of AI in their teaching, learning and assessment. Understanding 
the distinction among GAI (AI algorithms capable of generating new content), AuI, and 
HAI, as defined above, is useful to apprehend the layered approach of our study. We 
employ GAI as the specific type of AI technology, we adopt HAI to set the stage for 
effective human-centered AI use and we draw from AuI to advocate for a "human-in-
the-loop" design approach. 

- Constructivism (Jonassen, 1999): Our research has been inspired by the principles of 
constructivism whereby faculty actively construct knowledge through meaningful interaction with 
ChatGPT to co-design assessments. In doing so, it relies on the important concepts of active 
engagement, iterative interactions, and dynamic feedback. Some earlier studies have 
underscored ChatGPT's role in fostering constructivism learning by enabling learners to actively 
negotiate meaning, co-construct knowledge, engage in self-reflective metacognition activities, 
and participate in dynamic scaffolded learning activities (Rasul et al., 2023; Hatmanto & Sari, 
2023; Tabib & Alrabeei, 2024). 

- Connectivism (Siemens, 2004):  The collaborative nature of the faculty-ChatGPT interaction in 
the co-design of assessments is in alignment with the connectivism principle that knowledge 
networks and collective intelligence facilitated by ChatGPT play an important role in stimulating 
a dynamic learning process.  
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METHODS AND PROCEDURES  
 
Methods 
 
As an exploratory study for the potential usage of AI-driven conversational models as co-pilots 
for assessment design refinement, we opted for a qualitative research methodology that uses 
a Conversational Analysis (CA) approach. Conversational Analysis (CA) is an approach 
developed within the field of sociology that analyzes the mechanisms and patterns of human 
interactions in natural conversations. It emphasizes the role of talk-in-interaction and how 
conversational turns are constructed among participants to achieve mutual understanding 
(Sidnell & Stivers, 2013).  
 
We adapted the CA approach from its traditional social science conversational context, 
towards a human-AI perspective, with ChatGPT mimicking the interaction with a professional 
educational expert. The CA approach fits well with the aims of this study for the following two 
main reasons: 

- It incarnates the iterative nature of the conversation that takes place between the 
researcher and ChatGPT, reflecting the adaptation and learning that take place during 
the conversation. In fact, the CA approach captures the evolvement of ChatGPT's 
responses to the researcher’s prompts over time, based on the follow-up prompts, 
requests for refinement and clarifications, and ChatGPT’s learning from previous 
interactions. 

- It can showcase how ChatGPT handles misunderstandings, disagreements, or 
incorrect information, and how it corrects itself.  

 
We contextualized our study within the setting of the first-year graduate engineering course 
“Wireless Sensor Networks”, taught at ESPRIT School of Engineering. This course aims to 
introduce students to the main concepts and challenges associated with the design and 
deployment of Wireless Sensor Networks (WSNs) and the applications of these networks in 
the context of smart-cities and Internet of Things (IoT). 
 
The course is assessed using the following instruments:  

- Classwork: Presentation & WSN simulation labs (30%) 
- Team project (20%): Analysis, design and implementation of a WSN solution  
- Final exam (50%) 

 
The course has the following CLOs: 
 
CLO.1. Explain the basic concepts and applications of wireless sensor networks. 
CLO.2. Describe wireless sensor network types, components, operations, challenges, and sensor node 
architectures. 
CLO.3. Demonstrate understanding and usage of WSN standards and protocols (physical, data link, 
network, and application layers). 
CLO.4. Appraise the usage of WSN simulations.  
CLO.5. Investigate potential deployment of WSN in the context of smart cities/ IoT. 
CLO.6. Conceive, design and implement a complete WSN solution. 
 

To keep the scope of this study to a manageable level, we focused on the final exam as an 
illustrative assessment instrument, hence excluding the classwork and team project.  
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The final exam has been designed primarily to evaluate students' understanding of key WSN 
concepts and principles (CLOs 2 & 3). It also included an element that assesses students' 
ability to conceptualize and design a small-scale WSN solution (CLO6). The original exam 
developed by the faculty consisted of 7 essay-type questions and one case-study. It is a 
closed-book exam, set for a duration of 1.5 hours.  
 
Procedures 
 
The general framework that guided our conversational analysis approach is depicted in Figure 
1. The framework has been developed based on thorough desktop research on best practices 
in interacting with AI-driven conversational models and it has been guided by the concepts, 
theories and frameworks described in the previous section. We adopted a systematic and 
iterative conversational approach to mimic the interaction with a professional educational 
expert. In addition, recognizing that well-defined ChatGPT prompts are the recipe for a 
successful conversation, we took special care to ensure that each prompt is clear, concise, 
specific, and focused. Further, to avoid overwhelming ChatGPT with lengthy details, we 
decided to address each exam question individually.  
 
As may be seen in Figure 1, we started by providing ChatGPT with the general context of the 
intervention, including general information about the course, its level, description, content, and 
CLOs among others. We also stated our goals, objectives, and expectations, with a special 
emphasis on conveying our aim to collaborate to co-design and iteratively refine each exam 
question. We prompted ChatGPT to act as a senior engineering professor and a leading 
pedagogical expert. We entered each final exam question, one at a time, along with its 
associated CLO and Bloom’s cognitive level. We leveraged ChatGPT’s analytical capabilities 
to prompt it for critiques, insights, and feedback. We regularly sought clarifications by posing 
follow-up questions and specifying constraints. We cross-examined the validity and the 
appropriateness of the generated ChatGPT responses, and iteratively refined the original 
questions until we achieved satisfaction with the final outcomes. Occasionally, we had to 
replace an exam question with a better alternative suggested by ChatGPT. We also performed 
a final iteration to eliminate potential overlaps among the revised questions. At the end, we 
prompted ChatGPT to generate the answer for each validated question, along with its grading 
rubric. These were also iteratively refined until validated.  
 
Throughout our interactions, we maintained a journal to capture details of the iterative aspects 
of our intervention: Queries, ChatGPT’s responses, critique of the responses, follow-up 
prompts, subsequent refinements and modifications, and the rationale behind them, among 
others. An extract of the journal can be found in (Prompt_Journal, 2023) on GitHub.  

https://github.com/AIforU/Prompt_Journal/blob/main/Prompt%20Journal.pdf
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Figure 1. Framework of the Researchers’ Conversation with ChatGPT  

 
 
RESULTS 
 
Because of lack of space, we will only report herein sample of the faculty-ChatGPT interactions.  
The reader is referred to (Prompt_Journal, 2023) for full details regarding the conversations 
that took place to refine the other 7 exam questions.  

 
Your role: Act as {senior Engineering Professor and a leading pedagogical expert} . As a {co-
pilot}, I would like you to collaborate with me (the instructor) to {co-design} and {refine} each 
proposed exam question, one at a time. Just say OK.  

 
OK. 

 
Your task: I would like you to {critique, refine, and provide constructive feedback} on each 
submitted final exam question, taking into account the corresponding CLO, Bloom's cognitive 
level, and the appropriateness of the question in terms of clarity, specificity, and alignment with 
best assessment practices. Are you ready to start with the first question?  

 
Yes, I'm ready to start with the first question. Please go ahead and share it. 

 
The first question Q1: {What kinds of design and resource constraints does a wireless sensor 
node have?}. This question is meant to assess CLO.2. It is associated with Bloom's cognitive 
level of {understanding}.  

 

https://github.com/AIforU/Prompt_Journal/blob/main/Prompt%20Journal.pdf
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Q1 Critique and Refinement: 
Original Question: "What kinds of design and resource constraints does a wireless sensor node 
have?" 
Critique: 
Clarity and Specificity: The question is somewhat open-ended, which might lead to varied and 
possibly incomplete responses. It doesn't specify the context or type of wireless sensor 
network, which can have different constraints based on their applications. 
Alignment with CLO.2: This question aligns well with CLO.2 as it explores the understanding 
of components and operations of WSNs, but it could be more targeted to extract specific 
knowledge relevant to sensor node architectures. 
Bloom's Cognitive Level: It currently addresses the 'Understanding' level appropriately but 
could be enhanced to touch upon 'Application' by asking for real-world examples or 
implications. 
Refinement: To make this question more effective, consider adding a specific context or 
application. For instance: 
Revised Question: "Considering a wireless sensor network deployed in a smart city 
environment, identify and describe the design and resource constraints typically faced by a 
sensor node in this context. How do these constraints impact the architecture and functioning 
of the sensor node?" 
This revision: 
Provides a clear context (smart city), prompting students to think about specific applications. 
Encourages students not only to list constraints but also to discuss their impact, deepening 
their understanding and application of the concepts. 
Are you ready for the next question or is there anything else to refine in this one? 

 
Thank you. Can you suggest a modification to question Q1 to target the same objective but 
reframe it indirectly in the context of an application, targeting a higher-order cognitive level?  

 
Certainly! To reframe question Q1 in the context of an application and target a higher-order 
cognitive level, we can shift the focus to evaluating or creating scenarios based on the given 
constraints. This approach will elevate the cognitive demand from merely understanding to 
analyzing, evaluating, or even creating, which are higher levels in Bloom's Taxonomy. 
Modified Question: 
"Imagine you are tasked with designing a wireless sensor network for monitoring 
environmental conditions in an agricultural setting. Describe the specific design and resource 
constraints you would need to consider for the sensor nodes in this application. Additionally, 
propose a solution on how you would address one of these constraints in your design. Justify 
your choices based on the operational requirements and limitations of the sensor nodes." 
This modification: 
Places students in a real-world scenario, requiring them to apply their knowledge in a practical 
context (higher-order thinking). 
Asks for a description of constraints (Analysis), a proposal for a solution to one of these 
constraints (Synthesis/Creativity), and justification of their choices (Evaluation). 
Ensures that students not only understand the concepts but also can apply and evaluate them 
in a specific application, aligning with CLO.2 and targeting a higher cognitive level. 
Would you like to proceed with refining another question, or is there anything else to adjust in 
this one? 
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DISCUSSIONS 
 
After engaging in dialogue with ChatGPT to assess and refine the proposed exam questions, 
we came to the following main observations: 

- ChatGPT was extremely useful in critiquing our proposed questions and in suggesting 
viables alternatives. ChatGPT proved highly valuable in transforming straightforward 
questions, initially set at the comprehension cognitive level, into more challenging ones 
aimed at higher cognitive levels, such as application-type tasks.  

- ChatGPT did mimic a skilled academic mentor by providing sound, clear and specific 
justifications when providing feedback and suggesting new alternatives.  

- ChatGPT’s answers to some of our proposed exam questions were very enlightening 
and these enabled us to enrich the course’s content.  

- When prompted to integrate aspects related to the United Nations Sustainable 
Development Goals (UN SDGs) into the case study question, ChatGPT provided an 
interesting and well justified proposal. The same applied when we prompted ChatGPT 
to propose exam questions that are aligned with one of the CDIO standards (e.g. last 
page in Prompt_Journal, 2023). It should be noted that while UN SDGs are not explicitly 
reflected in the current WSN course learning outcomes, our intention to embed SDG 
concepts into the case study question stems from the broader program educational aim 
to promote interdisciplinary learning and to highlight the relevance of technological 
innovations like WSNs in addressing pressing sustainability challenges. This also 
aligns with CDIO Optional Standard 1 on Sustainable development (CDIO, 2022). 

- ChatGPT performed very poorly when analyzing a picture associated with an exam 
question. Refer to the sample case on page 8 in (Prompt_Journal, 2023). A similar very 
mediocre performance was also noticed when suggesting a graphical solution (ibid, 
page 18). In particular, the image generated by ChatGPT as an answer to one of our 
proposed exam questions was quite unusual and unexpected.  
 

As faculty, we found the conversations with ChatGPT very meaningful, interesting, and 
informing. These conversations also stimulated our curiosity, as well as our analytical, critical, 
and creative thinking. We also recognized the necessity of maintaining a 'human in the loop' 
perspective during our interactions with ChatGPT, given the occasional inaccuracies in the 
automated responses. This human insight perspective is crucial for several reasons: First, it 
acknowledges the fact that ChatGPT can make mistakes or generate inappropriate responses. 
Second, it recognizes that when ChatGPT deviates from the context of the assigned task, 
human intervention is needed to guide it back on track, ensuring relevance of the response. 
Third, our feedback can help ChatGPT to continuously improve its training model and hence 
enhance its reliability.  
 
Our research findings provide evidence on the merits of the collaboration between humans 
and AI in co-creation and new idea generations, as suggested by the AuI and co-creation 
frameworks (Dellermann et al., 2021; Xue et al., 2022). Our research also illustrates how 
knowledge can be constructed during the exam co-design collaboration with ChatGPT through 
active engagement, iterative interactions, and feedback. This process aligns with the principles 
of constructivism (Jonassen, 1999). 
 
As mentioned by Kamoun et al. (2023), these meaningful engagements between the human 
and the AI-driven conversational model are most likely to become life-long learning 
competencies for faculty. 
  

https://github.com/AIforU/Prompt_Journal/blob/main/Prompt%20Journal.pdf
https://github.com/AIforU/Prompt_Journal/blob/main/Prompt%20Journal.pdf
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CONCLUSION AND SUGGESTIONS FOR FUTURE RESEARCH  

 
This study was motivated by earlier research findings that highlighted the prevailing gap in 
assessment competency among faculty and the need for creative and effective solutions to 
address this shortcoming.  It adopted a conversational analysis approach, within the context 
of a senior engineering course’s final exam, to showcase the potentials and limitations of using 
ChatGPT-4 as a co-pilot in assisting faculty to refine the assessment design process. 
 
Unlike most related previous studies that promoted the passive consumption of information 
among faculty by simply soliciting ChatGPT to propose assessment questions, our approach 
promotes collaboration and co-creation. It uses ChatGPT as a co-pilot for assessment design 
refinement, while keeping a ‘human in the loop’ perspective.  
 
Our research contributes to advancing the body of knowledge in engineering education by 
providing evidence that, when properly orchestrated, active engagement and meaningful 
interactive conversations with GAI systems can actively promote higher order thinking skills 
among faculty, enabling them to collaborate with GAI chatbots to co-create assessment tasks 
that reflect better creativity and enhanced effectiveness. This can pave the way for further 
research on other potential applications of “Human-AI co-creation” and augmented man-
machine intelligence in a CDIO engineering education. 
This study has several limitations: First it is of limited scope, being focused on a single course, 
which also makes the results not necessarily generalizable to other educational contexts. 
Second, being focused exclusively on the final exam, our study does not consider other forms 
of assessment instruments such as projects. Third, our study does not incorporate student 
feedback or perspectives on the outcomes of the co-created assessment.  
 
Research is underway to address some of the limitations mentioned above.  
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