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The rapid and relentless pace of technological advancement over recent years has had a 
profound impact on the realm of education. This dynamic transformation has paved the way 
for a host of new possibilities and innovations that are reshaping the educational landscape. 
One of the most noteworthy developments within this technological revolution is the advent of 
virtual and augmented realities. These immersive technologies have become pivotal in shaping 
the evolution of educational tools and systems across universities worldwide. For examples of 
this phenomenon, one can refer to recent works such as Sandyk et al. (2023) and Kontio et al. 
(2023). The "JENII project" is an example of initiative in the sphere of immersive education, 
which is being spearheaded by the Arts et Metiers Institute of Technology. This project is set 
on a course to revolutionize engineering education by designing a suite of immersive and 
interactive digital twins. While Engineering Learning Workplaces are not physically present, 
the immersion enabled by the technology, when coupled with a machine's digital twin, closely 
replicates the genuine interaction an engineering student would encounter in an industrial 
environment. Thus, within the framework of the Conceive-Design-Implement-Operate (CDIO) 
approach, these immersive digital twins are envisioned as virtual counterparts to the 
workplaces described in Standard 6. However, immersive digital twins are not static; instead, 
they offer the prospect of continuous optimization to provide engineering students with a 
dynamic learning experience. A important attribute of these digital twins is their potential to 
catalyze Active Learning, a fundamental component of CDIO (Standard 8). They offer students 
unfettered access to a set of realistic exercises, during both classroom sessions and 
independent study. These exercises are meticulously designed to simulate actions that 
students would undertake on actual machines, fostering a hands-on learning environment. 
What sets these digital twins apart is their ability to allow students to repeat exercises as many 
times as needed, replicating real-world scenarios. This affords a unique opportunity for 
students to refine their skills and gain mastery over complex engineering tasks.  
 
 

K Y      Digital Twins, Virtual Reality, Engineering Education, Cognitive Psychology, 
Immersive Learning, CDIO Standards: 6, 8. 
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 N    U    N 
 
In the era of Industry 4.0, Engineering Education faces the ongoing challenge of integrating 
emerging technological trends used in the industry into its curricula (Coşkun et al., 2019; 
Neaga, 2019). This challenge underlies the growing interest in Engineering Education 
Research (EER), which focuses on understanding how to effectively introduce digitalization 
concepts to future engineers. The question about digitalization not only involves learning about 
the transformation of the industry but also how to implement these digital tools in engineering 
practice (Evtushenko et al., 2023). In this evolving landscape, CDIO-based education and 
project-based learning have emerged as natural methodologies to achieve these goals, 
demonstrating a solid alignment with the anticipated challenges and technological trends in 
engineering (Goncharov et al., 2019; Säisä et al., 2017). However, the CDIO standards 
underwent significant adjustments in their 3.0 iteration to keep pace with the evolving industry 
demands. A notable change is the evolution of Standard 6, which previously focused solely on 
physical workplaces, to include digital workplaces (Malmqvist et al., 2019). 
 
 At the heart of these digitalized learning environments lie immersive technologies, which have 
become central in shaping the evolution of educational tools and systems across universities 
worldwide. For instance of this phenomenon, one can refer to recent works such as Sandyk et 
al. (2023) and Kontio et al. (2023). A notable example is the "JENII project" at the Arts et 
Metiers Institute of Technology, which aims to revolutionize engineering education by 
developing immersive and interactive digital twins. This project leverages active and immersive 
learning via simulations, enabling learners to acquire not only disciplinary knowledge but also 
personal and interpersonal skills and competencies in product, process, system, and service 
building within a virtually replicated environment. This project illustrates the shift from physical 
engineering learning workplaces to immersive, technology-enabled environments ensuring 
realistic interactions that an engineering student would typically encounter in an industrial 
setting. Within the CDIO framework, these digital twins act as virtual analogues to the physical 
workplaces, as outlined in Standard 6, and are designed for continuous optimization to enrich 
the learning experience. 
 
In this paper, we delve into a brief yet comprehensive overview of cognitive psychology as it 
relates to the process of learning, examining how the integration of immersive technologies 
can further enhance the learning experience. Furthermore, we provide insights into the 
ongoing development of an immersive digital twin designed for an industrial forge, offering a 
practical demonstration of how these technologies can be implemented in a specific context. 
Finally, we explore the myriad educational applications of these immersive tools, detailing how 
they can be seamlessly integrated into the curriculum to facilitate effective learning. 
Additionally, we discuss potential innovative features and enhancements that hold the promise 
of revolutionizing the educational landscape even further, ensuring that students are equipped 
with the skills and knowledge they need to thrive in our rapidly evolving technological world. 
 
 A remarkable attribute of the digital twins is their potential to catalyze active learning, a 
fundamental component of CDIO (Standard 8). They provide students comprehensive access 
to realistic exercises applicable in the classroom and independent study contexts. These 
exercises are meticulously designed to simulate actions that students would undertake on 
actual machines, fostering a hands-on learning environment. The unique capability of these 
digital twins to facilitate repeated practice of these exercises mirrors real-world scenarios, 
offering students unparalleled opportunities to refine their skills and master complex 
engineering tasks. 
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In the following sections of this article, we outline the benefits and limits of immersive and 
interactive digital twins, as well as their implications for individual study and their potential in 
terms of additional pedagogical features. To illustrate each of these points, we will provide 
examples based on an existing digital twin that we are developing, simulating an industrial 
forge (see Figure 1). 

 
Figure 1. Screenshot of the Industrial Forge Digital Twin 

 

 

    G G    ,   G N Z    N              B N F    

 

Since some studies show positive effects of Virtual Reality (VR) on learning and others show 
negative or neutral effects, it is necessary to understand what differentiates them in order to 
identify the situations in which this type of medium is relevant. Immersive technologies appear 
to have potential whenever training requires users to feel a sense of social presence, i.e. the 
feeling of “being there” with a “real” person (Oh, Bailenson and Welch, 2018). This feeling is 
supported by stereoscopic 3D, immersion and consistent representation of the people we are 
with. In this case, individuals' emotional responses are analog to those measured in real-life 
situations. VR also has the capacity to generate a feeling of physical presence. A visually 
realistic environment is an effective way to provide a believable virtual experience. This means 
that VR can also familiarize the learners to a specific working place.  
 
Through headset and gamepad position tracking, and through other parts of the body when 
adequate devices are used, VR is a medium that can lead users to adopt postures that are 
more or less equivalent to those they would adopt when carrying out a similar activity in a real 
situation. It is therefore particularly suitable for learning technical gestures or procedures. 
Immersive technologies can therefore be a way to make some learning more attractive. Finally, 
many studies show that course sequences based on immersive technologies often improve 
course attractiveness and learner satisfaction. For example, a VR anatomy course by Stepan 
et al. (2017) does not make any difference to the traditional course regarding anatomy 
knowledge, but it is considered more engaging, enjoyable, useful and motivating for students. 
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In some cases, making courses attractive is important for trainer satisfaction, students 
engagement and institutional image.  
 
VR is often used to learn safety behaviors. Obviously, carrying out this learning with a digital 
simulator rather than in a real situation allows learners to test several configurations in a trial-and-

error approach and to go as far as the accident without taking any risks for themselves or for the 
machines. Some educational scenarios can be developed specifically in this way, although it 
is not imaginable in a real situation. VR makes it possible to experience the accident more 
realistically than a non-immersive device (Fleury et al., 2023). 
 
Investing in technological platforms at industrial scale for educational institutes can quickly turn 
out to be very expensive. One solution to reduce these costs is pooling between several 
campuses or educational institutes, or even with research laboratories. But other problems 
with student travel or management of shared resource planning may arise. Having a VR 
replication allows to have a lower-cost installation, accessible at any time and remotely. Even 
if digital technology cannot replace the physical environment in the concrete manufacturing of 
mechanical parts, preliminary tests to experiment some configurations in order to validate 
feasibility are also a source of budgetary savings. In forging, for example, when it comes to 
comparing and understanding the rheological behavior of different materials, it is possible to 
consider real shaping on a common material, like steel, whereas the same experiment for a 
more expensive material, like copper, could be carried out in the digital twin. 
 
VR makes it easier to access certain work situations for people with disabilities. Even if, in 

certain cases, real workstations are not able to be adapted for security reasons, understanding 

an operational workstation allows them to better understand upstream work in a design 

department or in a process department, for example. Therefore, digital twins open new 

perspectives for these people who could not have been able to access these jobs before. 

 

VR attracts the curiosity of younger populations, particularly through video games. In this 

context, immersing young learners in a virtual educational environment representing an 

industrial work situation could generate the same enthusiasm. These realistic situations will 

also make it possible to demystify bias about certain professions, and perhaps give rise to 

desires or vocations to continue graduate studies on specific training courses. For example, in 

the case of forging, the demonstrations given to undergraduate students showed that a 

blacksmith does not only work hot metal manually in free forging, but that industrial processes, 

with automated machines, exists and that the shaping is more a matter of physical phenomena 

than of force and/or chance. The profession is then identified more as an engineer's job and 

less as a craftsman one. Then, students can modify their choice of orientation accordingly. 

Professional sectors promote the development of these new educational tools which can 

attract talent where recruitment becomes difficult due to an unjustified bad image. 

 

 

         N   F        V    G        N   
 
Currently, virtual reality headsets, not being common tools for students like computers or 
smartphones, require users to familiarize themselves with immersive digital twins' interaction 
modalities (especially controllers and buttons). Depending on the application's ergonomics and 
the guidance provided by the instructor, this learning curve may adversely affect the user 
experience or divert attention from content and learning processes. This limitation is more 
pronounced for immersive and interactive tools because they are less familiar in this context. 
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Therefore, it is essential to implement a user-centered design approach for digital twins to 
optimize the usability of these devices as much as possible. 
 
This lack of democratization is also evident at the level of educational institutions. Higher 
education establishments today have "computer rooms" equipped with computers, but not all 
of them are equipped with "virtual reality rooms." However, providing such equipment is 
necessary as not all students have access to it. Additionally, this type of equipment imposes 
significant space constraints, with manufacturers often recommending around 9 square meters 
for a user to move and perform movements without space-related difficulties. In these 
conditions, it is challenging to envision having spaces large enough to accommodate virtual 
reality headsets for as many students as typically found in a practical session group (often one 
dozen students). In practice, the most likely scenario involves compromises in terms of space 
and the quantity of available equipment. For this reason, having an alternative version of the 
digital twin accessible on a computer, can be operated with a keyboard and a mouse, offers more 
possibilities for teachers because it is easier to allocate one computer per student. However, 
if ideal hardware conditions are met (small groups with an adequate number of headsets and 
ample space), the pedagogical potential is significant. Collaborative immersive practical work 
with monitoring by the instructor on a computer or even guidance by the instructor in virtual 
reality, for example (see Figure 2), becomes possible. 
 

 
Figure 2. Illustrations of possible classroom situations with an immersive digital twin and a 

group of student supervised by a teacher. 
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Finally, practical work in engineering schools is generally connected to other pedagogical 
sequences: a theoretical lecture beforehand and a data analysis and debriefing phase 
afterward. VR is not a suitable tool for theoretical lectures preceding practical work because 
these lectures require students to take notes. However, note-taking in VR is complicated. 
Similarly, data analysis is usually carried out either with dedicated software or with a generic 
spreadsheet, for which VR is not the suitable medium. Once again, VR allows for a richer 
experience with presence and 1:1 scale visualization, which is really appropriate for practical 
sequences with the digital twins. For the more theoretical sequences, the existence of an 
alternative version on a computer/screen is crucial to fully implement a pedagogical scenario.  
 
 
 N    N  N    U Y 

The work carried out by students at home or in open campus workspaces (such as libraries or 
study rooms) for revision before exams is a significant factor in the success of their studies 
(Keith, Diamond-Hallam & Fine, 2004). This personal work may be based on teachers' 
requests for revision, exercises, or projects, for example. It also corresponds to students' 
"spontaneous" work, where in their learning process, they allocate time to review their courses 
to reinforce their learning and achieve good grades in exams. 
 
This personal work, whether spontaneous or prescribed, usually takes the form of reviewing 
student notes or course handout, or engaging in exercises based on course notes. It is often 
impractical for learners to replicate practical work at home, such as conducting a lab 
experiment, as they lack the necessary equipment. For instance, redoing a forging experiment 
would require machinery that they do not possess, and this holds true for most practical 
exercises (in chemistry, electricity, etc.). Undertaking independent personal work on campus 
to redo practical exercises is generally also unfeasible. Students cannot freely access 
potentially fragile and/or hazardous equipment, such as forge machinery, without supervision. 
 
With the help of an interactive digital twin of the forge, learners have the opportunity to redo 
practical exercises from home or on campus whenever they wish for revision. This tool goes 
beyond a simple video presentation of the content because students can actively replicate the 
actions, such as handling metal pieces, themselves (see Figure 3). 

 
Figure 3. The learner manipulates a billet using a wrench 
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One challenge of students' personal work is to achieve a sufficient level of engagement to elicit 
these behaviors. Umaralieva (2021) actually advocates the use of multimedia documents to 
promote personal work. The positive effects of immersive technologies on the pleasurable and 
motivating nature of the activity also offer a potential that can be interesting for independent 
learning and revision. In cases where learners have the freedom to do exercises for practice 
or not to do so, having access to an attractive practice tool can make a difference to the amount 
of practice done. 
 
 
       N       G G     FUN    N        
 
The immersive and interactive digital twins in the JENII project offer educational benefits 
through their facilitation of active and experiential learning (Standard 8) and by proposing a 
pedagogical approach that incorporates professional engineering issues (Standard 7) while 
aiding knowledge acquisition through specific features. The present section will explore a 
range of these potential features within this learning medium: attentional guiding, pedagogical 
agents, visualization of invisible phenomena and generative learning features. 
 
Attentional guidance is a means of ensuring that learners select the right information at the 
right moment. Active learning is generally considered positive for students in terms of 
satisfaction and efficiency (standard 8). However, this active learning must be conducted under 
relevant conditions to enable the creation of a coherent mental model. In VR, the addition of 
spatialized annotations in the 3D scene is a way to facilitate the selection of information (Vogt, 
Albus & Seufert, 2021). Similarly, when learners need to perform a series of actions, it is 
possible to add exogenous guidance, such as highlighting an object to manipulate, for 
example. 
 
                   (PAs) representing virtual entities with social skills are increasingly 
considered valuable in education (Dai et al., 2022). These PAs excel in delivering content that 
is not only relevant but also engaging in virtual learning environments, enhancing interaction 
with students. This approach is grounded in the social agency theory, suggesting that 
educators' social signals boost student engagement and foster a more profound desire to learn. 
Consequently, a PA effectively employing these social cues can significantly improve learning 
outcomes (Sinatra et al., 2021). Key attributes of effective PAs include utilizing a human-like 
voice instead of a synthetic one (Craig & Schroeder, 2017), exhibiting a range of facial 
expressions rather than maintaining a neutral expression (Bringula et al., 2018), employing 
specific gestures (Davis & Vincent, 2019) and presenting an appearance that aligns with the 
study topic (Schmidt et al., 2019). PAs serve not merely as instructional tools but as dynamic 
entities that fit into the complex social setting of integrated learning experiences. Their 
adeptness in both verbal and non-verbal communication facilitates the transmission of 
knowledge and situates this learning within a socially engaging context. Integrating Large 
Language Models (LLMs) such as GPT can significantly enrich interactions between students 
and PAs (Pataranutaporn et al., 2022). This enhancement facilitates knowledge sharing but 
also aids in developing interpersonal skills and familiarizing future engineers with sophisticated 
human-machine interfaces. 
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Figure 4. Virtual embodiment of the instructor  

In the digital twin scenario of the forge, the PA is envisioned as an interactive virtual 
embodiment of the instructor, enabling real-time, dynamic interactions with learners in the 
virtual environment (Figure 4). Moreover, when powered by generative AI, the PA can be 
transformed into an ideal professional role model, offering students a multifaceted learning 
experience. 

 
Figure 5. Cross-section of a screw press in operation (left) and visual representation of part 

cooling dynamics. 

3D representations allow the                                                        x : 
cross-sectional views of machines in operation or even representations of invisible physical 
phenomena (airflow, heat distribution, etc., see Figure 5). VR provides the additional 
advantage of allowing the visualization of phenomena from a first-person perspective and at a 
1:1 scale, also paving the way for intuitive interaction with the data (Christmann et al., 2022). 
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Engaging in behaviorally active learning situations does not automatically ensure cognitive 
engagement for learners. One effective method to address this is the application of            
                   , which facilitate the reorganization and assimilation of new knowledge 
(Fiorella & Mayer, 2016). Such strategies typically involve synthesizing knowledge through 
written summaries, a process that helps structure and solidify the learning. However, 
immersive virtual environments often do not support traditional notetaking, leading learners to 
remove their VR headsets for writing activities in the physical realm (Klingenberg et al., 2023; 
Parong & Mayer, 2018). This shift creates a disconnection between the practice environment 
and the space where the reflection occurs. To bridge this gap in our digital twins, we have 
developed a feature that enables learners to record their voice and interactions with the 
environment using their avatar's embodiment. This user-friendly feature includes interfaces for 
starting and stopping recordings (Figure 6). The generative nature of this activity presents two 
critical advantages over standard notetaking. First, it stimulates two learning modalities to build 
a robust mental representation: verbalization through self-explanation and physical enactment. 
Second, the activity occurs within the learning environment, integrating the knowledge in a 
realistic setting. 

 

 
Figure 6. User interfaces included in VR app for recording and visualization functionalities 

To maximize the pedagogical benefits of this feature, the recordings are stored and available 
for review. The reviewing function allows students who engage with this functionality during 
practical exercises to access their recordings later on alternate devices, such as VR systems 
or PC. For example, students can record their techniques and thoughts while shaping a metal 
piece in the virtual forge. Later, they can review these recordings to analyze their methods and 
decision-making process, deepening their understanding of forging and identifying 
improvement areas. This reflective practice, firmly rooted in the immersive environment, 
enriches practical skills and cognitive learning. 
 
 
    U    N 
 
We have observed that Digital Twins have a number of advantages and limitations. 
Additionally, we have discussed additional potentialities that could be realized with some 
technical developments. However, as highlighted by Mayer, Makransky, and Parong (2023), it 
is crucial to adopt a cautious and rational approach, grounded in evidence, when selecting 
effective digital tools. 
 
VR proves to be a suitable medium for experiential learning as it allows for immersive 
scenarios. For this reason, educational applications often involve step-by-step guidance, 
where users simply follow instructions to perform various actions. Nevertheless, learning by 
doing does not guarantee comprehension in every situations. We could refer to this 
phenomenon as the "GPS Effect": when you navigate a route guided by GPS, the journey is 
easy to execute, but it is not memorized by the driver. Conversely, learning the route on a map 
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before the journey is more challenging but facilitates memorization. We believe this "GPS 
Effect" may occur in virtual reality learning, and step-by-step guidance might not be an optimal 
solution. Ongoing experiments in our research will help formalize this issue and propose 
alternatives. 
 
Virtual agents represent another potential lever for enhancing learning. Our ongoing work will 
examine the impacts of the high interactivity made possible by generative AI on both learner 
satisfaction and learning performance. 
 
Lastly, generative learning is identified as highly effective. Fiorella and Mayer (2016) have 
categorized possible generative learning activities. Since VR is impractical for note-taking, we 
have conceived a technical device that could, hypothetically, combine the advantages of 
multiple generative learning tasks. This system, recording immersive visual and auditory 
capsules, is currently under experimentation and will be the subject of a publication. 
 
These ongoing studies, among others, will provide evidence regarding specific features that 
can enhance the pedagogical value of immersive digital twins for learning. Through rigorously 
evaluated optimizations, these types of tools can potentially become valuable alternatives in 
educational settings. 
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